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Abstract. The need for competent data scientists are recognised by industry prac-

titioners worldwide. Competent data scientists are human resources that are 

highly skilled, ready and able to work on industry data related projects upon grad-

uation and the ability to work with data (to name a few). Currently tertiary edu-

cation institutions focus on the teaching of concepts related to structured data 

(fixed format) for example database management. However, the hidden value 

contained in unstructured data (data with no fixed format) introduced the need to 

introduce students to methods for working with these data sets. As a result, an 

experiential learning approach was adopted to expose students to real-life un-

structured data. Third year students were given an assignment whereby they 

could use any publicly available unstructured data set or an unstructured dataset 

supplied to them following a set methodology (CRISP-DM) to discover and re-

port on the hidden meaning of the data. As part of the assignments students had 

to reflect on the process. Twenty student assignments were analysed in an attempt 

to identify the effectiveness of the experiential learning approach in the acquisi-

tion of skills pertaining to unstructured data. The findings of the study indicate 

that the experiential learning approach is successful in die teaching of the basic 

skills necessary to work with unstructured data. The positive aspects as well as 

challenges the students experienced are reported on. The lecturer’s reflection re-

ports on the appropriateness of the pre-scribed methodology, the students’ per-

formance and lessons learnt. The lessons learnt from this experience are offered 

up as recommendations to educators to improve on the learning experience asso-

ciated with ELA within the context of educating future data scientists. 

Keywords: Experiential Learning, Big Data, Unstructured Data, CRISP-DM 

Methodology, Data Scientist. 
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1 Introduction 

Data has always been a key asset to organisations. Nowadays this asset has become 

even more important due to the potential value contained in Big Datasets [1],[2]. Big 

Data refers to data that constitute unique characteristics such as volume, velocity and 

variety (the three V’s) [1], [3], [4]. Some scholars even include an additional character-

istic namely value [1],[2], [5]. Volume refers to the size and subsequent quantity of data 

sets which are often estimated to be terabytes or even petabytes [1], [6], velocity refers 

to the continuous generation of data by applications such as social media whilst variety 

refers to different kinds of data such as operational data from various business systems, 

xml files and text messages [1], [6]. The different kinds of data is further classified as 

structured (fixed format), semi-structured (consisting of both fixed format and free text 

or no fixed format data), and unstructured (no fixed format) [1]. Value refers to the 

untapped, potential worth of the meaning hidden in large data sets [3], which might be 

of economic worth [2], [5]. Unfortunately unleashing the value contained in these data 

sets can be challenging due to reasons pertaining to technologies, processes and human 

aspects [3]. For example, working with technologies such as advanced data mining 

tools require specialized statistics tools; processes to combine data sources from various 

locations might be unclear; and data scientists, working with big datasets, require a 

combination of business, technical and analytical skills – a combination of skills rarely 

found in human resources [7]. 

Despite scarcity of data scientists the position remains one of the “most exciting 

career opportunity of the 21st century” with above average remuneration packages [8]. 

The demand for data scientists and data engineers is projected to grow with 39% [9]. 

The challenge from an educational perspective is to ensure that students studying in the 

area of informatics, information science and computer science are ready to meet the 

demands of industry practitioners upon graduation [10]. Although the majority of edu-

cational institutions currently focus on skills to work with data, the curriculum has a 

strong focus on working with structured data (such as databases, data marts and data 

warehouses). A current challenge in the curriculum, in particular, the institution under 

study, is to introduce students to ways and methods of working with unstructured data 

obtained from social media platforms. Also, students often, as part of their post-gradu-

ate research projects (or fourth year level projects), are faced with challenges to work 

with unstructured data – a skill set they have not been exposed to during undergraduate 

studies. As a result, this third year semester module aimed at introducing students to 

working with unstructured data from social media platforms. A set methodology was 

prescribed to guide students through the assignment (namely the Cross-Industry Stand-

ard Process for Data Mining – CRISP-DM explained later in the paper) and an experi-

ential learning approach where students could select their own set of unstructured data 

from any social media source and subsequently any tool or technique to extract meaning 

from unstructured data. The aim of the research was to evaluate how effective the learn-

ing process was. The research question was: how effective is an experiential learning 

approach in the teaching of basic skills to work with unstructured data. 

The paper starts with a brief introduction to the experiential learning approach fol-

lowed by previous research focused on the topic of data science education. The CRISP-
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DM methodology is explained followed by a description of the case study and proposed 

research method. The analysis and discussion section describes the findings after eval-

uating the student assignments in relation to the phases of the experiential learning ap-

proach in relation to the six steps of the CRISP-DM methodology. The discussion also 

includes a section of lecturer’s reflection. 

2 Experiential Learning 

Experiential learning theory was introduced by Kolb in 1984 [11] and widely adopted 

in various educational environments [12] across industries such as medical and health 

[13], information systems [14] and marketing [15] (to name a few). The theory postu-

lated that learners acquire new knowledge through practically completing tasks, in other 

words their experience of interaction with the construct under discussion [11]. Fig. 1 

illustrates how learning is perceived as a continuous process that consists of four cycles 

namely experiencing (i.e. interaction with the construct), reflecting (review and evalu-

ate the experience), thinking (drawing conclusions after reflecting on the experience) 

and acting (apply what has been learned from the process).  

 

Fig. 1. Kolb’s experiential learning cycle [16]. 

The learning can start at any point in the cycle. The benefits associated with experiential 

learning are: (1) increased opportunities for “analytical” reflection on tasks completed, 

in particular “short term experiential learning” where the task last for a short period of 

time [17],[18] (similar to this study); (2) “substantive” benefits which refer to the ability 

of students to relate theoretical constructs to the practical exposure on a deeper level 

than just theoretical exposure [17]; “methodological” which refers to practically apply 

concepts in a structured way [17]; “pedagogical” which refers to active participation of 

the learner into their own and peer learning [17]; and “transition” which refers to bridg-

ing the gap between applying concepts during theoretical studies into the practical re-

quirements of industry practitioners. Lee [19] identified lower level benefits after a 

comparison between in-classroom learning and field-based experiential learning activ-

ities. The benefits identified included an increase in soft sills such as increased ability 
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to adopt to change, leadership skills and financial management skills. As a result, learn-

ers could establish their own network of practitioner contacts [15]. 

3 Education in the Area of Data Science 

Davenport and Patil [20] describe a data scientist as a “hybrid (of) data hacker, analyst, 

communicator and trusted adviser” with the ability to write programming code, have 

contextual understanding of the environment in which they function and excellent com-

munication skills to convey the message contained in the data to various audience levels 

[4], [20]. These skills can only be acquired through the exposure to real-life scenarios. 

Goh and Zhang [21] acknowledged the challenge of exposing students to real-life 

scenarios when working with data. They referred to current educational efforts to teach 

students about data analytics as artificial and simplified due to the utilisation of 

“canned” data (a term used to refer to clean, structured data). They adopted an experi-

ential learning approach offering students the opportunity to work on a data analytics 

project in partnership with a large Fortune 500 company (as a live case study). The 

objective of their study was to investigate the influence of the adoption of an experien-

tial learning approach on the teaching of data analytics; to evaluate student’s percep-

tions and attitude towards the experiential learning approach; and finally to identify 

challenges associated with their experience when working with big data. The findings 

suggested that although learning outcomes were met and student motivation increased 

learners were overwhelmed by the task of statistical analysis of big datasets. The project 

introduced additional time challenges as learners required more communication time 

with teachers / facilitators as well within their groups. Groups also experienced a lot of 

failure, and although part of the learning process, had to be explained to learners. 

Serrano et al. [22] adopted experiential learning methods as part of an ongoing data 

science teaching project focusing on deep learning. An incremental teaching approach 

was used to allow students to adequately reflect on their experiences when engaging 

with the content presented. As a result of the lessons learned they proposed the devel-

opment of a platform for experiential learning that will act as a repository for capturing 

and storing student experiences to be used by both students and facilitators / educators. 

They furthermore provided a detail list of functionalities that such a repository should 

offer such as a rating system to rate the difficulty of student experiences and an anony-

mous peer review functionality to facilitate student reflections. 

Schoenherr and Speier-Pero [23] evaluated, as part of their focus on the investigation 

of the utilisation of predictive analytics in a supply chain management environment, 

the curriculum of data scientists. They found that in one particular instance, where an 

experiential learning approach was adopted (students had to complete a “corporate an-

alytics project” within an organisation), students were immediately employable by or-

ganisations at above average remuneration (in line with industry requirements). 
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4 Cross-Industry Standard Process for Data Mining (CRISP-

DM) 

The CRISP-DM methodology was introduced by a consortium of both manufacturing 

companies, software and hardware organizations in an attempt to standardize and for-

malize a method for data mining [24]. The result was an independent, conceptual model 

proposing data as central to following a six step process during the data mining cycle. 

These six steps started with a clear understanding of the business under investigation, 

the data that are being analyzed, the preparation of the data (such and cleansing), the 

application of specific models to analyze the data (for example linear regression mod-

els), the evaluation of the results as a result of modelling and finally the deployment or 

distribution of the results and / or model to stakeholders. 

The CRISP-DM methodology is similar to other data mining methodological ap-

proach such as Knowledge Discovery Databases (KDD) Process model and the Sam-

ple, Explore, Modify, Model, Assess (SEMMA) model [25]. Although the number of 

steps to be executed to perform data mining differ amongst the methodology (nine in 

KDD, six in CRISP-DM and five in SEMMA) the meaning of the steps are similar. For 

example, the data understanding step (step 2) in the CRISP-DM methodology corre-

sponds to the selection of a data sample set and the exploration of the data sample set 

in the SEMMA methodology and the selection and preprocessing of data in the KDD 

model [26].  

The CRISP-DM methodology was furthermore selected for the purpose of this ex-

periential learning exercise for the following reasons: (1) it was conceptual and there-

fore applicable to any scenario when working towards understanding data; (2) it is a 

complete, workable methodology [25], [27]; (3) the methodology was prescribed in 

post-graduate studies (i.e. fourth year studies) and therefore seemed applicable as an 

introduction to subsequent studies; (4) the SEMMA method is linked to the SAS enter-

prise software suite and therefore software tool specific [25]. 

5 Case Study Description 

A total of 123 students enrolled with the third year, second semester course entitled 

“Trends in Information Systems”. The course offered an introduction to a variety of 

novel concepts such as IS security and bitcoin technologies (to name a few). As part of 

the course students were exposed to the concept of Big Data and the subsequent chal-

lenge of working with unstructured data. The learning outcomes for the session were: 

 Understand the data lifecycle as part of the Software Development Lifecycle 

(SDLC); 

 Describe the characteristics of unstructured data; 

 Overcome challenges associated with unstructured data; 

 Understand and practically implement the six steps of the CRISP-DM methodology. 
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At the end of the class students were given a practical assignment to complete. The 

main objective of the practical assignment was to use the current concepts explained 

during the session and apply it in order to work with unstructured data. The task in-

struction was to follow the CRISP-DM methodology to identify, clean and interpret 

data from any publically available, unstructured social media platform (for example 

Twitter or Facebook) or select one of the unstructured datasets supplied to them. Stu-

dents who selected their own datasets were free to choose any, publically available, 

unstructured dataset and no further information was supplied to them (for example how 

to use Twitter, what topic or threads to use). Students were allowed to use any free tool 

to assist them in the process of data acquisition, data cleansing, analysis and presenta-

tion. To assist them in the process, a practical example of what the intended outcome 

should look like was presented in class. 

As part of the assignments students had to write a report using the six steps of the 

CRISP-DM methodology (Table 1 outlines the details of each step). Students were also 

instructed to include copies of the screen(s) where the actual process of data prepara-

tion, modelling and evaluation was followed. There was no need to deploy or imple-

ment their proposed solutions but learners had to make suggestions how an organisation 

can use the outcome of their analysis process. 

A conclusion section was added for students to conclude and reflect on what they 

have learned. Marks were allocated to each one of the sections. Table 1 contain a sum-

mary of the rubric used for evaluating the assignments. 

Table 1. Practical Assignment Rubric. 

CRISP-DM step 

1. Business understanding  

What type of business will benefit from this analysis?  

What are the goals of the business, i.e. what do they want to achieve as a busi-

ness? 

What question would you like to answer with the exercise? 

How will you go about to answer the business question (high level plan). 

2. Data understanding      

Collect unstructured data (from any source). Tip: Twitter might be the easiest. 

Describe, explore, verify data. 

3. Data preparation      

ETL: extract, transform (i.e. clean), load data into another structure (flat file, 

table, etc.). 

Include copies of your screen where you prepared your data. 

4. Data modelling      

Decide what you are going to do with the data – apply complex statistical algo-

rithms or do basic modelling, for example categorisation. 

Include copies of your screen where you modelled your data. 

5. Evaluation       

What does the results mean? Do I need to repeat the analysis? 

Include copies of your screen where you show your results. 
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6. Deployment        

If you were to share your results with the rest of your students – how would you 

do that? What was your experience working with the datasets (good or bad?). 

Was the dataset appropriate for what you wanted to achieve? What challenges 

did you face? 

7. Conclusion 

Did you enjoy the assignment? What did you like? What did you dislike? What 

did you learn? 

6 Research Method 

The authors followed an interpretive approach to analyse a sample of 20 from the 123 

assignment submissions. Saturation was reached after 15 assignments (i.e. no new con-

cepts emerged), but another 5 assignments were analysed to confirm saturation. All 

data sets used by the students made use of publically available data that were not pass-

word protected. Although, the individual data records, in the data sets used by the stu-

dents, did not disclose any identifying attributes the organisations associated with the 

data sets were in some instances revealed. The authors followed the ethical procedure 

recommended by Langer and Beckman [28] who prescribed that if public data, that is 

not password protected is used, researchers do not need to obtain permission to use the 

data. However, the anonymity and privacy of the users were respected as the authors 

anonymised the organisation names by grouping them into industries and thereby in-

suring the privacy of the organisation.  

All assignments followed the structure as outlined in the rubric in section five (Table 

1). The authors obtained the consent from the students to use their work as part of a 

research paper and has obtained permission from the Faculty ethical committee to con-

duct the study.  

Thematic content analysis was used to analyse the data. The researchers followed 

the six steps proposed by Braun and Clarke [29]. The first author was the examiner of 

the assignment and was therefore familiar with the content of the assignment. The co-

author familiarised herself with the content by reading the first two assignments before 

analysis started. Initial codes were captured as they emerged and recorded under every 

step of the CRISP-DM methodology. As the analysis continued and themes emerged/re-

viewed/named, it was easy to see how the six steps of the CRISP-DM methodology 

mapped to the four stages of the experiential learning approach. The following section 

presents the analysis and discussion of the findings.  

7 Analysis and Discussion 

The analysis and discussion outline section followed the phases of the experiential 

learning approach namely abstract conceptualisation, concrete experience, reflective 

observation, and the lecturer’s reflection. Each of the six CRISP-DM steps could be 

related to the four phases of the experiential learning approach. 
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7.1 Abstract Conceptualisation - Business Understanding 

The abstract conceptualisation stage is concerned with learners trying to make sense of 

the problem at hand. For the particular assignment students could use any publicly 

available data set from social media or a variety of unstructured datasets supplied to 

them. The objective was to understand the message(s) the data can communicate to 

various audiences and questions that can be formulated which can be answered through 

the data. The majority of students selected data from Twitter from diverse industries 

namely: Gaming, Financial Industry, music industry, Government Activism, Govern-

ment (Treasury), App Store, Fast-moving consumer goods (FMCG - Beverage Com-

pany), Communications Company.  

The data revealed that the students were able to contextualize the data, identifying 

the parties that would be interested in the answers to questions that relate to the data. 

For example, Participant 5 stated that, “These businesses want to know their mar-

ket/customers better while situating themselves to a favorable position in their operat-

ing markets”. Contextualizing results is a very important skill of a data scientist [4], 

[20], [30]. A study by Kennan [30] reported that in a business environment context, it 

is important for a data scientist to know what the organization does, who the customers 

are and what the operating environment is. She further reported that the context is dif-

ferent for different countries due to regulations and in the government requires gradu-

ates not to know all the contextual knowledge but to be aware that “the context in which 

data and information are used are highly varied, understand examples, and where to 

look for specific contexts and be prepared to continue learning on the job”.  

In order to contextualize the potential results, the students were required as part of 

the CRISP-DM methodology, to research the companies, understanding their mission, 

vision and goals. This aspect of the assignment was very important, as the students were 

exposed to real-life companies, and had to make sense of how the data set support the 

organisation’s mission, vision and goals. A few students did this exceptionally well, 

studying the business, understanding the goals of the business and how the social media 

data relates to those goals. This exposure to real-life scenarios is important in delivering 

industry ready graduates [10], [21]. Participant 3 indicated that “…it is very important 

that the academy has a strong social media presence to attract potential donors, spread 

the word about the music programs on offer and to promote any upcoming events.” 

Kennan [30] states that in order to understand data within its context one has to under-

stand the intended audience of the information. 

7.2 Active Experimentation - Data Understanding and Preparation 

The active experimentation stage is concerned with planning  the “forthcoming experi-

ence” [16]. In this instance the students had to plan, in accordance with the CRISP-DM 

methodology, how to approach the collecting, extracting, cleaning, loading and storing 

of their chosen data set. Part of this extract, transform and load (ETL) process was the 

verification of the source data.  

The students used a number of techniques to clean the data sets. Such as splitting 

datasets into smaller parts according to the original date into day, month and year then 
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combining those attributes into a new column. The columns were furthermore labelled 

using meaningful names, classified type of Tweet (for example RT for retweet, or an 

original tweet), classify according to keywords and removing hyperlinks. All of these 

activities are essential as it point to their ability to work with data [4], [20]. 

Furthermore, students understood the importance of recognising missing data and 

the potential implications it might have on the results, or that it might not affect the 

result depending on the way the data is analysed. Through the ETL process the students 

were also able to identify and discard redundant data as they recognised it would have 

no purpose in the analysis of the data.  

 

 

Fig. 2. Example of data set before the cleansing process. 

 

Fig. 3. Example of data set after the cleansing process. 

As mentioned above, one of the challenges for a data scientist is the skill to work 

with technologies [3]. In this assignment students were exposed to a variety of tools to 
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complete the ETL tasks. For example Rapid Miner, ParallelDots AI in MS Excel (sen-

timent analysis), Twitter API in RapidMiner, Twitter Analytics, Zoho Reports (now 

Zoho Analytics), Tableau, MS Excel Azure Machine Learning add-in and Jupyter Note-

book in Python. The variety of tools available to students indicated the evolving nature 

of data science and by selecting to use a variety of tools will add to the students’ evolv-

ing skill set.   

7.3 Concrete Experience – Data Modelling, Evaluation and Deployment 

The concrete experience stage is concerned with the actual completion of the activity. 

During this assignment, this stage refers to the modelling, evaluation and deployment 

of the results.  

During this stage, it was observed that the students used a variety of visualisation 

methods to communicate their results. For example, bar charts, pie charts, scatter plot, 

bubble chart, ring graph, line chart, and location map. One student used a histogram to 

indicate how brand sentiment changed over a period of time. Some students used more 

than one visualisation method to communicate different messages. One student used a 

more advance modelling technique namely the “predict” and “simulate” functions of 

RapidMiner to build a Deep Learning Simulator based on the data set. Kennan [30] 

found in her study that there is a great need for graduates to have visualization skills 

which would allow them to present the data in such a way that it enables decision mak-

ers to make better and quicker decisions and communicate messages to stakeholders 

outside the organisation. 

A second observation at this stage was the students’ ability to interpret the visualised 

results. The majority of the students were able to correctly interpret the meaning behind 

the visualisation. The power of big data lies in the interpretation of the results. McAfee 

and Brynjolfsson [4] stated that “Big data’s power does not erase the need for vision 

or human insight”. The assignment was not too complex and some of the analysis were 

quite basic but contained powerful messages. Participant 3 found that “the company 

does not have to change what it is tweeting, rather when it is tweeting. In addition, 

gaining more followers should increase impressions and engagement rate. If they do 

these two things, they should see an improved Twitter performance.” An observation 

from the participant illustrates that students were able to derive meaning “the rebrand-

ing campaign was not well received (based on the tweets analysed) as the audiences 

did not understand the campaign concept when it came to the brand messaging and 

intent. Some found it offensive and insensitive whilst others either engaged positively 

or were indifferent to what [the company] had communicated.”  

An important component of the methodology was to evaluate the results to verify if 

the results were plausible. This requires students to critically evaluate the results. 

Whilst most students reported that the results were in line with their expectations, Par-

ticipant 12 evaluated the results and found that the sentiment analysis done by Azure 

were not correct as sometimes there was a colloquial misunderstanding which skewed 

the results. Whilst, Participant 7 evaluated the data post modelling and concluded that 

the results were not accurate as the retweets skewed the data. This illustrates a level of 
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awareness about the nature of the data set, which is a very important skill for data sci-

entist. Costa and Santos [31] describe data scientists as having an inquisitive mind 

where they interrogate the data to understand the meaning of the data.  

Finally, students recognised that the dataset can potentially answer different ques-

tions depending on the analysis. Participant 7 generated nine different visualisations 

form the dataset which included a pie chart, five different bar charts, a scatter plot and 

two line charts. The scatter plot was used to indicate location. Participant 8 developed 

a generalised linear model between the categories. The awareness that one data set can 

communicate different messages is something students struggle with, however, with 

this assignment that prescribed the adopted CRISP-DM methodology, it allowed stu-

dents to do a number of iterations of modelling whereby the result obtained after com-

pleting one cycle of the methodology introduce a new question or problem to be inves-

tigated. 

7.4 Reflective Observation - Reflection 

The reflective observation stage is concerned with the student’s reflection on the com-

pleted activity. This stage offered students the opportunity to indicate what aspects of 

the assignment as well as experiential approach they enjoyed and what they found chal-

lenging. From the lecturer’s perspective the reflective observation stage allowed her to 

make a judgement on the successfulness of the assignment. This will be discussed in 

section 7.5. 

Some positive feedback regarding the assignment by the students included: 

 Students enjoyed the “mining” aspect of the assignment. This refers to practically 

using an identified software tool, as presented in section 7.2. Kolb [11] explained 

that students that prefer a practical approach to solving problems refer to the con-

verging learning style.  

 The practical component of the assignment also extended to learning new software. 

Participant 10 explained that “Overall, I enjoyed working on the assignment because 

I enjoy working with new software and the learning that comes with it, especially 

when it allows you to apply your theory work, making it interactive”. Learning how 

new software works whilst completing an assignment is an example of incidental 

learning which is imperative in assisting students to get “hands-on” experience and 

preparing them for the information age. Incidental learning is a “side effect” of learn-

ing whereby the learner was not aware of the fact that they would learn new software 

but then had to acquire new skills in order to complete the entire CRISP-DM lifecy-

cle [32] . 

 Students learnt about the potential impact of data. Participant 4 said that he could 

“see the potential impact of big data” and …”it was best to see this when it was done 

practically”. Participant 2 confirmed this by stating“...I enjoyed seeing how the steps 

are done practically and I learnt a great deal about how unstructured data can be 

used to make better business decisions” whilst Participant 1 indicated “…simple 

data can give good answers to important questions”.  
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 Students learnt about a variety of options to visualise data and the power of tools to 

manipulate data. Participant 7 stated that “I was amazed how these tools could for-

mulate meaningful graphs and charts based on unstructured data. Even if a [data] 

field was null, the tool was able to identify it without mixing it with the rest of the 

data”. As stated by Wang et al. [33] the adoption of good visualisation methods can 

transform the challenges introduced by big data (such as the vast volumes of seem-

ingly unrelated data) into meaningful “pictures”. 

 The assignment allowed for Self-Motivated Incremental Learning (SMIL) [34]. 

SMIL is concerned with the intrinsic motivation by a person which will allow 

him/her to learn a hierarchy of skills freely by repeating three phases: exploring the 

environment, identifying interesting situations and obtaining skills to reach these sit-

uations. Participant 15 reported “…we were never really taught how to actually do 

a full data analysis. We were only ever shown the theory behind data analysis and 

data modelling and we had to use the information along with all the other knowledge 

we have from Stats, Maths, IT, etc. and figure out ourselves how to work with data 

and analyse the raw data. I learned that Excel is [a] much more powerful tool than 

I first anticipated, but it cannot compete with how strong Python is and how easily 

you can achieve the same results”. The assignment furthermore introduced students 

to the area of data science, and as one participant explained “It sparked an interest 

in Python in me and I already enrolled in two short online courses on Python and R 

in data analytics”. 

Some challenges observed by the students: 

 Data preparation took a long time due to the volume of data they had to work 

through. The majority of the students indicated that this was their least favourite part 

of the assignment. Participant 10 indicated that “having to read through the data 

and generating a question or problem statement …took a while for me”  

 Some students struggled to understand the data set. Participant 3 said: “[It was a] 

challenge to understand what data I was working with and the relevance it might 

have tot the [company]. However, after doing plenty of research I was able to over-

come this”. This scenario is another example of SMIL [34] as the student has to 

research the environment in order to solve the data problem.  

 One student indicated that he would have preferred more direction in the assignment. 

He said that “[I] often felt lost and unsure of whether I was doing things correctly”.  

 A few students reported that it was difficult to identify the correct technology for the 

task. Participant 7 stated that “locating a data analyser tool which would best fit the 

dataset was challenging” whilst Participant 20 stated that “...being able to choose 

the right model and making the data fit the model was also a challenge”, Participant 

16 was struggling with using the correct algorithm:“I didn’t know which algorithms 

to use and how to correctly use the datasets”. It was clear that this challenge was 

two-fold: firstly, the students’ ability in identifying the technology with the correct 

functionality to obtain the necessary results, and secondly the students’ ability to use 

the chosen software as some software requires knowledge in order to use it. 

 Finally, some students reported on the challenge to identify the appropriate visuali-

sation method. 
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The above mentioned challenges are key competencies for data scientists [31] and ex-

posing the students early on to these challenges will give them a chance to do SMIL in 

preparation for the workplace. 

7.5 The Lecturer’s Reflection 

This section presents the reflection of the lecturer during and after the assignment. 

Three areas are reported on: (1) the appropriateness of the pre-scribed methodology, 

(2) the students’ performance and (3) lessons learnt. Each of these will be briefly dis-

cussed.  

The appropriateness of the CRISP-DM methodology.  

Prescribing the CRISP-DM methodology was appropriate as students easily grasped 

the six steps of the process when working with data. The methodology guided students 

through the process and provided a structure for approaching an assignment that seemed 

daunting to some students at first. Due to its conceptual nature, students can hopefully 

re-use this methodology when working on similar projects in the future.  

The students’ performance.  

Out of a total of 123 students, 11% obtained an assignment mark between 80% to 89%; 

whilst the majority of students (52%) obtained a mark between 70% to 79%. 26% of 

students obtained a mark between 60% to 69% whilst only 5% of students obtained a 

mark between 50% to 59%. The average for the assignment was 68% with the highest 

grade awarded 88%. The students who obtained a mark between 50% and 59% due to 

either not providing enough detail in their submission, or misinterpreting the results 

found. For example, two students uncovered the most prominent words associated with 

their data but failed to synthesise the findings to draw a meaningful conclusion from it. 

As a consequence, they did not answer the initial question without realising it. Overall, 

given the performance of the students, the assignment was successful in teaching stu-

dents the basic skills necessary to work with unstructured data. 

Lessons Learnt.  

The following lessons were learnt 

 Working with social media data. The students reported that they enjoyed working 

with unstructured social media data as they are familiar with the platforms. From 

this experience it is recommended that educators use data sets that students can relate 

to, such as social media. 

 Students found the extract, clean and transforming of data very challenging and time 

consuming. This was the biggest, overwhelming tasks to students. It is recommended 

that students be provided with more practical demonstrations focusing on how to 

extract, clean and transform data. Unfortunately, the ETL process is the biggest task 

when working with any form of data. 
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 Cater for different learning styles. The lecturer should accommodate learners with 

different learning styles. The assignment leaned itself towards learners with the con-

verging style (learners who prefer solving problems and apply their learning to prac-

tical implementations) as well as the accommodating style (learners who prefer to 

do things practically) [11]. Students with the diverging style (learners prefer to watch 

rather than do) as well as the assimilating style (strong analysts given good quality 

information) should be accommodated by offering them the opportunity to work in 

teams.  

 Offer more consultation time. The lecturer should offer students more time to consult 

as students had more questions at the beginning of the assignment. This is similar to 

the study by Goh and Zhang [21]. 

8 Conclusion 

This paper reports on the effectiveness of teaching basic skills to third year undergrad-

uate students to work with unstructured data by following an experiential learning ap-

proach. It was found that the ELA followed enabled students to acquire basic skills in 

working with unstructured data. The students were exposed to a structured methodol-

ogy that allowed them to tie the data sets to the goals of the business, they used a variety 

of tools and technologies to obtain, prepare, model and interpret unstructured data sets. 

The assignment enabled the students to experience the “nature of data”, the influence 

of missing and redundant items have on the end-result and how one data set can provide 

different answers to a variety of questions. The students reported that they enjoyed the 

“(data) mining”. The students reported that they enjoyed the acquisition of skills to 

work with new software and tools and realised the impact social media data has on an 

organisation. The challenges experienced by the students in completing this assign-

ment, does not outweigh the benefits that students derived from it. As more organisa-

tions become data-driven graduates need to be prepared to support organisations with 

their data needs.  
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